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The eAppendix here explores further the implications of the proposal in the text 
concerning hypothetical interventions being well defined. See other work elsewhere for 
related discussion.1-19 As noted in the text, I would propose that a hypothetical 
intervention to set X to x is simply the specification, possibly contrary to fact, of the 
event or state X=x, such that we say that a hypothetical intervention is well-defined with 
respect to outcome Y, exposure X, setting X=x, and population P, if for each individual i 
in population P, there is a unique value Yx(i) (or distribution of values Yx(i) in the context 
of stochastic counterfactuals20,21) such that the event or state X=x, along with the state of 
the universe and the laws of nature, jointly entail Y=Yx(i). Otherwise, the hypothetical 
intervention is said to be ill-defined or ambiguous. A hypothetical intervention on X is 
thus essentially just the specification of a potentially counterfactual state of exposure X 
but one such that such that the state or event X=x is itself sufficiently well-specified so as 
to fix the value or distribution Yx for each individual in the population under 
consideration. We might also refer to a “hypothetical intervention” as simply a 
“hypothetical setting” or, when the setting is contrary to fact, a “counterfactual state.” 
 
Consider a single individual i. For this individual, a hypothetical intervention would then 
not be well-defined (i.e. we would say there is ambiguity in the hypothetical intervention) 
if there are multiple states of the universe consistent with the specified event or state 
X=x, and if some of these states of the universe, along with the event X=x entail different 
values of (or distributions) of Y(i). For a population, the hypothetical intervention will be 
ambiguous if it is ambiguous for any individual i in the population. The hypothetical 
intervention is well-defined for the population if and only if it is well-defined for each 
individual. 
 
Thus, although there may be multiple states of the universe consistent with the state or 
event X=x, it is possible that all of these would entail the same value or distribution of 
Yx, and then the hypothetical intervention is still unambiguous. In other cases, there may 
be multiple states of the universe consistent with X=x, and it may be the case that the 
laws of nature do not entail a unique value or distribution Yx, but if it is further clarified 
which state or states of the universe are in view, at least to the extent that the laws of 
nature and the state or states of the universe thus specified entail a unique value or 
distribution Yx, then, once again, the hypothetical intervention would be well-defined. In 
this case we would say that the hypothetical intervention has been specified further, and 
is no longer ambiguous4,13,17,22. We can thus, to a certain extent, clarify the ambiguity of a 
hypothetical intervention by further specifying the state or states of the universe in view, 
at least to the extent necessary for there to be a unique value or distribution of Yx entailed 
by X=x, the state of the rest of the universe, and the laws of nature. 
 
In summary, we might thus conceptualize a hypothetical intervention in terms of 
entailment, of an outcome or distribution, by the state of the universe and the laws of 
nature. The ambiguity of hypothetical intervention again then potentially arises from 
failure to sufficiently specify the state of the universe that is in view at least as it pertains 



to the outcome under consideration. When hypothetical interventions are well-defined, 
then so are the potential outcomes, and thus so are also the quantitative causal effect 
estimands.4  
 
It is my belief that the description above roughly coincides with how the term 
“hypothetical intervention” is often being employed in the potential outcomes literature. 
The above description merely tries to formalize current usage. It does not resolve all 
philosophical difficulties as appeal is made to entailment by the laws of nature and the 
status of what these are is of course also disputed. Further discussion of these points is 
given elsewhere14,17,18,23-26. Very roughly, the laws of nature might be understood as a 
minimal set of statements that describe the regularities among physical phenomena and 
that would hold even in contrary-to-fact states of the universe; science seeks to catalogue 
these laws of nature, by induction from hypothesis and repeated experimentation in 
attempt to obtain a minimal set of regularities with maximum explanatory power. Making 
such a description of the laws of nature more precise is the subject of a great deal of 
philosophical and scientific literature. For the purposes of the proposal above, it is taken 
as a concept that is more fundamental than that of a “well-defined hypothetical 
intervention” and from which the latter is derivative.  
 
This description of a hypothetical intervention also, I believe, roughly corresponds to 
Pearl’s “do” operator, or “surgery on equations” in which there is no articulation of how 
the exposure was set27,28, but again, for this to make sense, the state X=x must be 
sufficiently well-defined so as to entail, along with the rest of the statement of the 
universe (captured in Pearl’s model by the other nodes on the diagram) a unique 
distribution4. 
 
Importantly here, the “hypothetical intervention” can be a state or event that need not 
correspond to an actual intervention9, and thus moreover, it need not correspond to a 
realistic practical intervention, a point often made by those employing the framework, but 
disputed by a minority29; cf. 7. For example, with the definitions above, we could speak of 
a well-defined hypothetical intervention on a genetic variant even if we cannot at present 
alter it. We can do this because it is relatively straightforward to think of just that one 
variant being other than it was and the rest of the universe being the same.  
 
In contrast, if we were to consider the temperature being 30 degrees versus 40 degrees in 
a specific town, there may have to be numerous things that would have to be different for 
the temperature to be different, such as the wind speed and air pressure in that town, 
along with the temperature in spatially contiguous towns, etc. There may be multiple 
states of the universe that are consistent with the temperature in a specific town being 30 
degrees rather than 40 degrees, and these different states of the universe may have very 
different implications for the outcome Y. Here we would have considerable ambiguity in 
the “hypothetical intervention” or counterfactual state being specified. 
 
Sometimes it seems we are more comfortable with hypothetical interventions grounded in 
human action perhaps because it seems to be the case that human actions, at least on the 
surface of things, seem sufficiently free that we have an easier time imagining only one 



specific action being different, and nothing else. With regard to what else would have had 
to be different if a human action had been different, there seems to be less ambiguity than 
there is if some other aspect of the state of the universe had been different. It is easier to 
imagine the rest of the universe being just as it is if a patient took pill A rather than pill B 
than it is trying to imagine what else in the universe would have had to be different if the 
temperature had been 30 degrees rather than 40 degrees.17 A hypothetical intervention 
grounded in human action can thus perhaps often help make a hypothetical intervention 
less ambiguous, but it is not necessary, as the example of the genetic variant indicates. 
Moreover, it is also not sufficient insofar as there can be ambiguity in the action itself 
(e.g. whether the pill A is taken in the morning or in the evening) and if that ambiguity is 
relevant for the outcome for certain individuals, then the hypothetical intervention, even 
though it consists of a human action, is still ambiguous. Manipulability versus well-
defined hypothetical intervention (and thus also quantitative causal effects estimands) are 
thus related, but non-overlapping, domains. 
 
We might speak of a hypothetical intervention grounded in human action to change an 
exposure as a “manipulable exposure or treatment”7,29, or a practicable intervention9. This 
is a subclass of the hypothetical interventions described above, but again one that does 
not itself necessarily guarantee that the resulting hypothetical intervention is well-
defined. While there is likely less that needs to be considered about what else in the state 
of the universe must be different for the human action to be different than with the 
specification of many counterfactual states not grounded in human action, this again, 
does not guarantee that all ambiguity is eliminated. That a hypothetical intervention is 
practicable, or concerns a manipulable exposure, is thus more closely related to whether 
it is useful from a policy or interventionist perspective, than to whether the causal inquiry 
is itself well-defined. 
 
The extent to which a hypothetical intervention is well-defined or ambiguous is of course 
a relative concept. Most specifications of an event or state will be ambiguous to a certain 
extent, but again for the hypothetical intervention to be well-defined the specification of 
the state only needs to be sufficiently fixed so as to entail a unique outcome or 
distribution of outcomes Y. A position is often articulated in the potential outcomes 
literature that all counterfactuals are vague to a certain extent, but that they are made 
more precise by specifying further the relevant contrary-to-fact scenario or by specifying 
further what is meant by the counterfactual4,13,17,18,30. This also is consistent with the 
definitions suggested above.  
 
The level of ambiguity that an investigator is willing to tolerate will likely vary by 
context and outcome, and, as clear in the definition above, whether the hypothetical 
intervention is well defined is relative to the outcome under consideration. More 
coarsened versions of the outcome (e.g. systolic blood pressure above or below 130, 
rather than exact systolic blood pressure; or systolic blood pressure with no decimal 
places, versus systolic blood pressure rounded to the nearest multiple of ten) may also 
reduce the ambiguity of a hypothetical intervention with respect to the outcome thus 
defined. Often investigators will live with some degree of ambiguity, but understanding 
the extent of the ambiguity and having a more formal framework within which to reason 



about the extent of ambiguity with regard to a hypothetical intervention may help clarify 
both the extent of the ambiguity and potential ways to reduce that ambiguity.  
 
One final comment may merit some attention. Recent theoretical work on causal 
inference under multiple versions of treatment14,15 may also provide an additional 
approach to interpret estimates of contrasts of potential outcomes when the relevant 
hypothetical interventions are still ambiguous. Discussion of these issues also takes place 
under violations of the so-called Stable Unit Treatment Value Assumption (SUTVA)31,32 
and the “consistency assumption”19,27,30,33 that for each i, Yx(i)=Y(i) whenever X=x. 
When there are multiple versions of treatment this assumption is violated, because the 
potential outcomes Yx are not well-defined since X=x does not specify the version of 
treatment and different versions of treatment may lead to different outcomes. The recent 
theory for causal inference under multiple versions of treatment concerns settings in 
which a treatment or exposure of interest is such that the exposure itself in fact more 
precisely consists of a composite of different more specific versions of that exposure, so 
that potential outcomes indexed by the actual exposure variable used in the analysis 
correspond to an ill-defined hypothetical intervention but settings of the underlying 
versions of exposure correspond to well-defined hypothetical interventions. Under 
various assumptions, the estimate for the effect of the composite exposure (corresponding 
to an ill-defined hypothetical intervention) can be conceived of as a weighted average of 
the effects of the different, more precise, “versions of the exposure”, weighted by the 
probability of each version naturally arising within the subpopulation that actually had a 
particular exposure level. This interpretation under multiple versions of treatment is 
somewhat more difficult when the underlying distribution of the “versions of exposure” 
are unknown, and then the no unmeasured confounding assumptions required for this 
interpretation are also difficult to assess when the different underlying versions of 
treatment or exposure are unknown. Nevertheless, this approach offers yet another 
alternative way to conceive of potential outcomes when the settings of the exposure 
variable used in an analysis correspond to ill-defined hypothetical interventions. 
 
It is hoped that this discussion here goes some way in addressing Broadbent et al.’s7 
inquiry concerning the conceptualization of “hypothetical interventions” in the potential 
outcomes literature, and that it will also allow for further discussion and critique. 
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